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Variability of dot spread is overestimated
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Abstract

Previous research has demonstrated that individuals exhibit a tendency to overestimate the variability of both low-level features
(e.g., color, orientation) and mid-level features (e.g., size) when items are presented dynamically in a sequential order, a finding
we will refer to as the variability overestimation effect. Because previous research on this bias used sequential displays, an open
question is whether the effect is due to a memory-related bias or a vision-related bias. To assess whether the bias would also be
apparent with static, simultaneous displays, and to examine whether the bias generalizes to spatial properties, we tested partic-
ipants’ perception of the variability of a cluster of dots. Results showed a consistent overestimation bias: Participants judged the
dots as being more spread than they actually were. The variability overestimation effect was observed when there were 10 or 20
dots but not when there were 50 dots. Taken together, the results of the current study contribute to the ensemble perception
literature by providing evidence that simultaneously presented stimuli are also susceptible to the variability overestimation effect.
The use of static displays further demonstrates that this bias is present in both dynamic and static contexts, suggesting an inherent
bias existent in the human visual system. A potential theoretical account—boundary effect—is discussed as a potential under-
lying mechanism. Moreover, the present study has implications for common visual tasks carried out in real-world scenarios, such

as a radiologist making judgments about distribution of calcification in breast cancer diagnoses.
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A critical function of human perception is the ability to accu-
rately process and perceive variability in our environment.
People are continually confronted by variability of all forms,
as objects can differ along several dimensions including color,
size, weight, speed, and orientation. As a consequence,
humans have developed the ability to rapidly extract summary
statistical information from groups of items, a process known
as ensemble perception (for review, see Whitney &
Yamanashi Leib, 2018). For example, people can see the
mean orientation, color, and size of objects, and even the mean
emotional expression of a group of faces. People can also
detect other summary statistics such as the variability of a
set of items (Dakin & Watt, 1997; Haberman et al., 2015;
Morgan et al., 2008; Norman et al., 2015; Solomon et al.,
2011).

And yet, despite the incredible capacity for ensemble per-
ception, biases also exist. For example, perceivers
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underestimate variability when stimuli are presented in an
ordered fashion (e.g., smallest to largest) relative to when
the order is randomized (Lathrop, 1967). Perceivers also un-
derestimate the variability when line-drawings of cylinders are
colored to various heights (Kareev et al., 2002). Increased
variability also leads to a bias to overestimate the mean size
of circles and mean length of lines (Semizer & Boduroglu,
2021). Moreover, Kanaya et al. (2018) have reported amplifi-
cation effects wherein viewers’ perception of the mean size
and temporal frequency of array are biased by the most salient
items in the display, and that this effect increases as the num-
ber of items in the salient group increase.

Most relevant to the current work, a recent bias to overes-
timate variability has been observed in a series of experiments
in which items were presented dynamically (Witt, 2019). In
one experiment, participants viewed a set of nine lines, each
presented at a different orientation and in a rapid sequence.
Participants estimated the variability of the set of lines by
performing a bisection task for which they selected one of
several response options with some options being low in var-
iability and other options being high in variability. Bisection
tasks have been used to measure time perception in pigeons,
mice, humans, and rats (Penney et al., 2008; Raslear, 1985)
and speed perception in humans (Witt & Sugovic, 2010).
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These tasks require observers to form an implicit midpoint,
and the measurement of this midpoint is compared to the
objective midpoint to identify the direction and magnitude
of any bias. When judging the variability of line orientation,
participants overestimated the variability of the lines by
approximately 50% (Witt, 2019). We refer to this bias
to overestimate the variability of the ensemble as the
variability overestimation effect.

The variability overestimation effect is not limited to line
orientation. Follow-up studies have documented a similar bias
to overestimate variability of circle size and color value
(Warden et al., 2022; Witt et al., 2019). In one set of studies,
participants saw a set of circles that varied in size and estimat-
ed variability by performing the bisection task for which they
judged whether the variability of the circle sizes was “less” or
“more” variable. In another set of studies, participants saw
circles that varied in color value (such as shades of green)
and judged whether the variability of the circles’ color values
were “less” or “more” variable. Participants overestimated the
variability for both features. This reveals the variability over-
estimation effect generalizes to multiple features including
low-level features of orientation and color value and the
mid-level feature of size.

To date, however, the research on the variability overesti-
mation effect has exclusively used dynamic, sequentially pre-
sented stimuli. Each item in a set was presented sequentially
with only one object in the set visible at a time and each item
presented in the same spatial location. This raises the issue of
whether the variability overestimation effect is specific to se-
quential displays or whether the bias would also be present
when all items in the set are presented simultaneously. This
issue is relevant for mechanistic and for applied reasons. If the
variability overestimation effect is observed only with sequen-
tial displays, this could be indicative that the effect is due to a
memory-related bias. In contrast, if the variability overestima-
tion effect is also observed with simultaneous displays, this
could be indicative of a general bias inherent in the visual
system that could impact many if not all forms of ensemble
perception.

With simultaneous displays, it is also possible to determine
whether the effect is observed when variability is defined in
terms of the spatial properties between items. In the same way
that we can rapidly extract information about the mean size,
color, or orientation of items, there is considerable evidence
that ensemble information can be rapidly extracted from spa-
tial arrays that are not necessarily defined by featural differ-
ences. For example, using the centroid paradigm (Drew et al.,
2010; Sun et al., 2016, 2018), it has been shown that individ-
uals are able to accurately determine the centroid (e.g., center
of'mass) of a briefly presented array of dots. Accurate centroid
perception has been reported with a variety of different display
types and tasks (e.g., Friedenberg & Liby, 2002; McGowan
et al., 1998).

Biases have also been reported, however, which influence
the accuracy of spatial perception in these tasks. As one ex-
ample, dots clustered more closely together exerted less
weight on estimated mean position (i.e., centroid) compared
with more isolated dots (Rashid & Chubb, 2021). As another
example of bias, observers were not as accurate in determining
the centroid of an array of target stimuli when presented si-
multaneously with distracting stimuli that were to-be-ignored
(Drew et al., 2010) and were even worse when the target
stimuli are comprised of two or more levels of a single feature
dimension (Lu et al., 2019). Adaptation effects also lead to
biases: adaptation to dense visual texture affects accurate per-
ception of both the numerosity and spatial distribution of stim-
uli comprising a texture (Durgin, 1995).

In the current experiments, we tested whether the variabil-
ity overestimation effect is also present when viewing a cluster
of dots. These studies test the generalizability of the variability
overestimation effect by testing its presence with simulta-
neous displays and with an ensemble that varies along the
spatial property of location or position, rather that object prop-
erties such as orientation, color value, and size. Testing the
generalizability of the bias helps determine the boundary con-
ditions of the effect, which has implications for the underlying
mechanisms such as whether there is likely to be a memory-
related component.

From a practical standpoint, the variability overestimation
effect has real-world implications. There are many instances
for which it is necessary to judge the variability of an ensem-
ble presented simultaneously. Within the realm of data visu-
alization, the variability of the data can be an important part of
the message being communicated, so biases in perception of
the variability could impact data interpretation. Szafir and
colleagues (Albers et al., 2014; Szafir et al., 2016) have
shown that individuals can make judgments about the ag-
gregate properties of data presented to them in single im-
ages and that their ability to extract certain types of infor-
mation is a function of the visualization design: different
display types lead to differential efficiency in ensemble
processing.

A real-world example with life-or-death consequences is
mammography. To diagnose breast cancer, radiologists must
perform the visual task of identifying cancer in a scan. One of
these visual tasks is to classify the distribution of calcifications
in the breast into one of five categories (see Fig. 1a). As this is
primarily a visual task, biases within the visual system could
impact diagnostic accuracy. In the present study, we examined
whether the variability overestimation effect is also present in
atask in which all relevant stimuli are presented simultaneous-
ly. To give the task real-world relevance, the displays were
designed to mimic one aspect of the task of a radiologist:
Participants viewed an ensemble of dots that were either more
clustered or more dispersed and judged the spread of the dots
(see Fig. 1b).
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Fig. 1 a Examples of the five categories of calcification distributions for
diagnosing breast cancer (image courtesy of Dr. Elizabeth Edney; Witt
etal., 2022), and (b) examples of our experimental stimuli. In (b), the first

If the variability overestimation effect (such as with line
orientation) is also found in the perceived variability of simul-
taneously presented dots, this could have implications for ac-
curately diagnosing breast cancer. A bias to overestimate var-
iability in calcification spread could lead to distributions that
should be classified as “clustered” as being “diffuse.” Given
that diffuse distributions portend a benign diagnosis, a visual
bias to overestimate variability could lead to a higher rate of
false negative diagnoses (i.c., “misses”). These misdiagnoses
would lead to delays and missed opportunities for easier, more
effective early treatments. To the extent that any pathological
condition depends on a visual judgment of a distribution, the
bias to overestimate variability in the distribution could have
adverse consequences.

Experiment 1

The stimuli and design of the Experiment were intended to
roughly mimic the task of a radiologist who needs to deter-
mine the distribution of calcifications in a scan. Participants
saw displays of 20 or 50 dots with various levels of spread and
classified their distribution as less or more spread out.
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image shows the lowest level of spread with increasing levels for each
subsequent image, and the last image shows the highest level of spread

Method

Participants The participants were 33 students from the
University of Nebraska—Lincoln, who volunteered in ex-
change for course credit. All participants had normal or
corrected-to-normal vision and were naive as to the purpose
of the study.

Stimuli The stimuli were a cluster of light gray dots presented
on a dark-gray background (see Fig. 1b). There were either 20
or 50 dots presented on each trial. To manipulate the spread of
the dots, their x and y positions were determined by randomly
sampling from normal distributions with a mean of zero and a
standard deviation (SD) ranging from 0.25 to 2 in 8 evenly
spaced increments (.25, .5, .75, 1, 1.25, 1.5, 1.75, 2). So that
participants would have to focus on variability rather than use
a proxy or heuristic (such as the vertical position of the highest
dot), we systematically manipulated the mean position of the
cluster of dots by offsetting the cluster to the left, right, or
center and up, down, or in the middle for 9 possible mean
positions. Thus, the design was a 2 (number of dots: 20, 50)
x 8 (spread of dots; implemented as the SD of distribution) X 9
(mean position) for a total of 144 images. All displays were
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created in R (R Core Team, 2019) and are available at https://
osf.io/xgsjc/.

Procedure Participants were instructed as follows:

You will see a group of dots. You task is to determine
how spread out the dots are. Less spread out means all
the dots are clustered in the same place. More spread out
means the dots are scattered around the entire screen.
Most groups of dots will be somewhere in between these
two options. Your task is to determine whether the dots
tend to be MORE spread out or LESS spread out.
Ready? Press Enter.

On each trial, the dots were displayed, and participants
indicated whether their spread was “less” or “more” by press-
ing the corresponding button (1 for less, 2 for more). The dots
were visible until participants made their judgment, and time
was unlimited. No feedback was provided. Unbeknownst to
the participants, the first four trials were practice trials and
showed the highest and lowest levels of spread for each of
the two possible numbers of dots. Importantly, this ensured
that all participants had the exact same context across the first
four trials as the more/less spread decision is likely influenced
by memory for spread on previous trials and this ensures an
equivalent starting point for everyone. Order of practice trials
was randomized. Participants then completed four blocks of
experimental trials. Each block consisted of 144 trials with
each image presented once. Trial order within block was ran-
domized. Pilot testing indicated that the four blocks of trials
could be completed within 30 minutes, and it was our intent to
have all participants go through all four blocks twice. There
was individual variation, however, in terms of how long par-
ticipants took to respond on each trial and a subset of our
participants only completed the initial four block sequence
as they were not left with sufficient time to complete all blocks
again. Of the 33 participants, nine completed half of the blocks
and 24 completed all blocks. For those who completed all
blocks, the instructions were repeated at the midway point
of the experiment. All methods and procedures were ap-
proved by both the Colorado State University and
University of Nebraska—Lincoln Institutional review
boards.

Results

We first explored the data for outliers by running a general
linear mixed model (GLMM) using the lme4 and ImerTest
packages (Bates et al., 2015; Kuznetsova et al., 2017). The
dependent measure was response, which was coded as 0 for
“less” and 1 for “more.” The fixed effect was the spread of the
dots, which was mean-centered. We used the SD of the dots as
shown, rather than the intended SD, as our measure of spread.

Due to random sampling, some dot locations were beyond the
visible range of the plot (four images had 19 instead of 20 dots
and 13 images had fewer than the intended 50 dots by 1-3
dots). Random effects for participant included the intercepts
and slopes for dot spread. We explored the random effect
coefficients for outliers. One participant had a PSE (see be-
low) that was 1.5 times beyond the interquartile range (IQR)
and was excluded.

To measure any bias in estimates of variability, we calcu-
lated the point of subjective equality (PSE). The PSE is the
stimulus level at which the dots are judged as being equally
less variable and more variable. The PSE is quantified as the
stimulus level at which responses are 50%. The PSE can be
contrasted with the point of objective equality (POE), which is
the stimulus level that is equidistant between the lowest and
highest levels of variability. The POE was 1.125. If partici-
pants overestimate variability, the PSE will be less than the
POE. If there is no bias, the PSE will be similar to the POE.
Data from a representative participant is shown in Fig. 2
(curves for all participants are available at https://osf.io/
xgsjc/).

PSEs were calculated from a GLMM using the MixedPsy
package (Moscatelli et al., 2012). For GLMM, the dependent
measure was response. The fixed effects were dot spread, the
number of dots, and their interaction. Random effects for par-
ticipant included intercepts and slopes for each fixed effect.
The model results are shown in Fig. 3. The package was also
used to calculate 95% confidence intervals (CIs) via the
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Fig. 2 The mean proportion of “more spread” responses as a function of
dot spread and the number of dots for one participant in Experiment 1.
Lines represent binary regressions. The dashed vertical line is positioned
at the POE. The arrows point to the PSEs for each number of dots. Note
that overestimating variability (as shown in the red curve) leads to a PSE
that is less than the POE

@ Springer


https://osf.io/xgsjc/
https://osf.io/xgsjc/
https://osf.io/xgsjc/
https://osf.io/xgsjc/

498

Atten Percept Psychophys (2023) 85:494-504

1.007

0.751 20 Dots

50 Dots

P('More Spread')
o
o
o

0.251

T
'
1
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
L

0:00 025 05 075 1 126 15 175 2

Dot Spread (in SD)

Fig.3 The estimated proportion of “more spread” responses as a function
of the spread of the dots and the number of dots from the GLMM in
Experiment 1. Shading represents 95% Cls. The vertical dashed line
represents the POE

bootstrapping method. The package does not provide p-
values, so only the 95% Cls are reported.

The mean PSEs are shown in Fig. 4. When there were 20
dots, the PSEs were less than the POE, indicating a bias to
overestimate variability. The magnitude of the bias was 20%.
When there were 50 dots, the PSEs were similar to the POE,
indicating no bias in the estimates of variability. The 95% Cls
of'the difference between the PSEs did not include zero, [0.11,
0.25]. This suggests a difference in the estimation of variabil-
ity as a function of the number of items in the display.

This is the first evidence for the variability overestimation
effect for stimuli that were presented simultaneously instead
of sequentially. It is important to note, however, that the mag-
nitude of overestimation was smaller than has been reported
for sequentially presented stimuli: 20% with 20 dots in current
study versus 50% in Witt (2019), and that the effect was mod-
erated by the amount of visual information in the display
(number of dots).

Experiment 2

In Experiment 1, we observed a bias to overestimate the var-
iability of the spread of a cluster of dots presented simulta-
neously and noted that the bias was only observed with the
smaller of our two dot counts (20 dots). With 50 dots, partic-
ipants were better able to estimate the true variability in the
display, and we observed no bias.

This finding is reminiscent of the role of support ratio in
the perception of visual illusions (Erlikhman et al., 2018;
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Erlikhman et al., 2019; Shipley & Kellman, 1992; Zosky &
Dodd, 2021). Support ratio is the idea that the strength of an
illusory percept is influenced by the ratio of visible to illusory
details in a display. As the amount of visible information
increases, so too does the ability of the observer to overcome
bias. For example, Zosky and Dodd (2021) recently demon-
strated that the perceived direction of motion of an orb—
which varied in particle count and could be plausibly per-
ceived as rotating clockwise or counterclockwise—is strongly
influenced by the presence of a bounding object: If a
particle orb rotating to the left appears within a cube that
is rotating to the right, participants tend to see the orb as
moving in the same direction as the cube. This effect of
the cube, however, disappears at higher particle counts for
the orb. The increase in visible information (more parti-
cles) removes ambiguity from the display and allows the
observer to better determine the true direction of motion
of the orb

This is consistent with the results of Experiment 1 as more
dots afforded a less biased determination of variability, but
the variability overestimation effect was observed with
fewer dots. The purpose of Experiment 2 was to replicate
Experiment 1 and test the effect with even fewer dots. This
result would have a real-world implication: When radiolo-
gists diagnose breast cancer based on the distribution of
calcifications, they may have to make their judgments with
only a few calcifications, making it important to determine
the strength of the bias when less visual information is
present.
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Fig.4 PSEs for Experiment 1. The horizontal, dashed line is at the POE.
Lower PSEs are indicative of overestimating the spread of the dots. Error
bars are 95% Cls
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Method

Participants The participants were 40 volunteers recruited
from Amazon’s Mechanical Turk. They participated in ex-
change for payment.

Stimuli and procedure The stimuli were created in the same
way and shared the same parameters as in Experiment 1 ex-
cept that displays had 10 or 20 dots rather than 20 or 50 dots.
The experiment was administered via a Qualtrics survey. The
experiment started with four training trials. Participants were
shown one example for each number of dots at the lowest
level of spread and at the highest. Each display was labeled
as being “less” or “more” spread out. Viewing time was un-
limited, and order was randomized.

On the experimental trials, participants viewed a display of
dots and indicated whether the spread of the dots was “less” or
“more” by clicking on the corresponding box. Viewing time
was unlimited, and feedback was not given. Participants com-
pleted 4 blocks of experimental trials, with each block
consisting of a single presentation of each of the 144 images.
Presentation order was randomized within each block.

Results

Data were first explored for outliers using a simple GLMM
with response as the dependent measure, dot spread as the
fixed effect, and participant as the random effect. Dot spread
was calculated at the SD of the visible dots. Due to random
sampling, some dot locations were not visible in the display,
leaving only nine, 18, or 19 dots (number of images in these
categories were three, two, and 12, respectively, out of 144
images). The random effects coefficients were used to calcu-
late PSEs and examined to determine outliers (see https://osf.
i0/xgsjc/ for curves for each participant). Four participants had
PSEs that were beyond 1.5 times the IQR. These participants
were excluded.

Data were analyzed by calculating the PSEs from a GLMM
with the same model specification as in Experiment 1. Model
results are shown in Fig. 5. PSEs and PSE difference score
between 10 and 20 dots are shown in Fig. 6. As can be seen
from the figures, participants overestimated the variability of
the dot positions for both 10 and 20 dots. The magnitude of
the bias was 34% and 32% for 10 and 20 dots, respectively.
Thus, the bias was similar regardless of whether there were 10
or 20 dots. The 95% CI for the difference between the two
number of dot conditions overlapped zero [-0.03, 0.06].

Some research has suggested that when judging variability,
people use the range of the stimuli as a proxy for variability
(Lau & Brady, 2018). To test whether our participants also
used the range of the dots, rather than their variability, we
modeled the data using range as an independent variable.
Range was calculated for both the horizontal and vertical
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Fig.5 The estimated proportion of “more spread” responses as a function
of the spread of the dots and the number of dots from the GLMM in

Experiment 2. Shading represents 95% Cls. The vertical dashed line
represents the POE

dimensions, and the mean range was used in the model. We
used the Bayesian information criterion (BIC) as a measure of
model fit. A difference in BIC scores of 2 is considered evi-
dence for better model fit. The BIC was substantially lower
(better) when we used the spread of the dots than when we
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Fig.6 PSEs for Experiment 2. The horizontal, dashed lines is at the POE.
Lower PSEs are indicative of overestimating the spread of the dots. Error
bars are 95% Cls
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used range as the independent measure (BICs = 11,274,
11,486, respectively). This suggests participants used the
spread (SD) of the dots rather than using range as a proxy
for judging spread. However, a model that included both
spread and range had a slightly better fit (BIC = 11,272) than
the model with only spread. This outcome seems most con-
sistent with Lau and Brady (2018) based on our understanding
of their results. Although they claimed range serves as a
proxy, their results do not support the idea that participants
used range instead of variability. Rather, their results suggest
that variability was the main driver of participants’ responses,
but the range of the stimuli affected responses too. Our results
also support this idea. There may be other information that
participants used as a proxy for spread when making their
judgments such as whether the dots are touching each other.
Information like contact between dots would change with the
number of dots even if the spread itself was held constant.
Future studies should explore whether these other sources of
information impact variability judgments.

General discussion

Ensemble perception refers to the visual system’s ability to
quickly and effectively summarize properties of a group of
items such as their mean size or the variability in their orien-
tation (Ariely, 2001; Morgan et al., 2008). Although the visual
system is quite adept at perceiving these statistical properties,
recent research has uncovered biases in the perception of en-
sembles. One example, the variability overestimation effect,
reveals a tendency for observers to overestimate the variability
of a group of stimuli. This bias has been found for the vari-
ability of line orientations (Witt, 2019) and with circle color
value and size (Warden et al., 2022; Witt et al., 2019). Here,
we tested whether the bias would also be found regarding the
spread of a cluster of dots. The current studies tested the gen-
eralizability of the variability overestimation effect in several
ways. The previous studies used sequentially presented stim-
uli, which raises the issue of whether the bias is due to
memory-related processes given the stimuli were not in view
when the judgment was made. In addition, the previous stud-
ies manipulated object features such as orientation, color val-
ue, and size, whereas the current studies manipulated spatial
position of the items.

In the experiments reported here, participants judged the
spread of a cluster of dots. When there were 10 or 20 dots, we
observed a variability overestimation effect: Participants
overestimated the spread of the dots. However, when there
were 50 dots, no bias was found. The current research is the
first to document the variability overestimation effect in static
displays with simultaneously presented stimuli. The research
is also the first to document this bias with variability defined
by the spatial properties between items in the display relative
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to variability defined by the feature properties of objects. The
visual system is effective at perceiving the mean location of a
cluster of dots (Sun et al., 2016, 2018), yet we still observed a
bias to overestimate the spread of the dots.

Despite several differences between the current studies and
previous ones—such as (1) animated, sequential displays ver-
sus static, simultaneous displays, (2) object features versus
spatial properties, and (3) the use of a 2AFC that used a ref-
erence image versus verbal labels—we still found the variabil-
ity overestimation effect. This speaks to the generalizability of
the effect. However, most experiments on the bias used a
bisection task for which participants had to form an implicit
midpoint and for which we assumed a linear midpoint. Future
research will be needed to determine whether the perceived
magnitude of spread is linear. In addition, biases in the mea-
sured PSE cannot specify the underlying process, which could
be a bias in visual processes, memory-related processes, or
even a response bias to select “more spread” more frequently.
As with the signal detection measure of the criterion, addition-
al studies are needed to determine the source of the bias (Witt
etal., 2015, 2016). For example, although we have no a priori
reason for thinking there would be a response bias towards
selecting “more spread,” additional studies should be run to
determine whether response bias plays a role in the variability
overestimation effect.

That the variability overestimation effect is present with
multiple visual features (orientation, color value, size), spatial
features (spread) and with different types of presentation (se-
quential, simultaneous) is consistent with the idea that the bias
being an inherent part of the visual system and its ensemble
processes. The idea that there is an inherent bias to overesti-
mate variability of sets of items raises the question of the
underlying mechanism. Here, we consider two possible mech-
anisms: sampling strategies and the boundary effect.

Bias via the subsampling strategies

Subsampling refers to the concept that rather than take into
account all stimuli within the ensemble, perceivers may pro-
cess only a subset of the items available. It is unclear what
determines the number of items to be selected. With regard to
perceiving the mean, it has been suggested that the number of
items selected is the square-root of the number of total items
(Whitney & Yamanashi Leib, 2018) or perhaps as few as a
single item (Marchant et al., 2013). With respect to perceiving
mean variability of dot distributions, it has been suggested that
performance is equivalent to using 69% of the dots (Sun et al.,
2018). This means that given 26 dots in the display, perfor-
mance attained by human observers could be achieved by
calculating the mean position of just 18 of the dots. This sub-
sampling notion is also consistent with Franconeri and col-
leagues’ (Boger et al., 2021; Franconeri et al., 2012) sugges-
tion that all stimuli in static displays may not be processed in
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parallel but rather follow a series of rapidly sequential steps in
which information is extracted by considering subsets of vi-
sual information over time. Indeed, the potentially longer pre-
sentation times of static displays may facilitate processing in
this manner.

Given that subsampling may be involved in estimation of
the mean of a group of items, subsampling could also be
involved in estimating the variability. However, it is unclear
how a subsampling strategy could account for the variability
overestimation effect. When subsampling occurs, the SD of
the subset may deviate from the SD of the full set, but subset
SD is just as likely to be greater than the full set SD as it is to be
lesser than the full set SD. In other words, the subset SD does
not deviate from the full set SD in systematic ways. As a
result, if subsampling occurs, it will lead to attenuated sensi-
tivity to the variability in the ensemble but would not lead to a
systematic bias to overestimate variability.

To observe a bias like the one reported here, the sampling
would have to be systematic or biased itself. For example, if
observers extracted the variability of only the most deviant
dots, the variability of the dots at the extreme edges would
be greater than the variability of the full set. Thus, a systema-
tically biased subsampling strategy could create a bias to over-
estimate variability. It is worth noting that one type of strategic
subsampling has been documented in the literature for which
features closer to the mean are weighted more heavily when
estimating the mean (De Gardelle & Summerfield, 2011).
This strategy has been referred to as robust averaging and
has thus far been documented with respect to the mean but
not yet to perception of variability. It is unclear how robust
averaging could account for the variability overestimation ef-
fect given that items closer to the mean are more heavily
weighted, which seems it would lead to a bias to underesti-
mate variability rather than overestimate variability as we
have found.

Bias via the boundary effect

Another possible account for the variability overestimation
effect is the boundary effect. The boundary effect is the idea
that an object’s category can bias perception of the object, but
that the bias only occurs for stimuli that are located near the
boundary of two categories (Huttenlocher et al., 1991;
Jazayeri & Movshon, 2007). For example, in one experiment,
participants had to judge the direction of a rotating set of dots.
There is a natural boundary between clockwise and counter-
clockwise rotation. When the rotation of the dots was closer to
this boundary, there was a bias to judge the dots as rotating
further from the boundary. Specifically, when the dots were
rotating in a slightly clockwise direction, they were judged as
rotating even more clockwise, and when the dots were rotating
slightly in a slightly counterclockwise direction, they were

judged as rotating even more counterclockwise (Jazayeri &
Movshon, 2007).

The boundary effect has been suggested as a mechanism
for why people overestimate variability (Witt, 2019). In a
previous study, participants judged the variability in orienta-
tion of a set of lines. When the set had low variability, there
was a greater bias to overestimate their variability whereas
when the set had high variability, there was no bias to overes-
timate variability. Given the category of same versus the cat-
egory of different, a set of lines with low variability would be
closer to the boundary between these two categories. A
boundary effect would create a bias away from the boundary.
When the line orientations were more similar but not identical,
the boundary effect would lead to judgments that the set was
more variable, pushing it away from the same category and
towards the different category (Witt, 2019). Conversely, when
the lines are identical, small perturbations in their perceived
orientation due to noise in the visual system would result in
them being perceived as having different orientations. The
boundary effect was proposed as a way to bias the lines to
be perceived as the same, thereby nullifying the effect of noise
when perceiving the individual lines on perceiving the set of
lines (Morgan et al., 2008).

In the present study, we also only observed an overestima-
tion of variability at low levels, but not an underestimation of
variability at high levels. This pattern aligns with predictions
of a boundary effect mechanism. The reason the boundary
effect only predicts a bias at low levels of variability is because
there is a natural boundary between “same” and “different”.
At high levels of variability, it is unclear to us what two cat-
egories would exist such that there would be a natural bound-
ary between them. For example, “somewhat spread” and
“very spread” reflect a difference of magnitude rather than
distinct categories per se, so there would not be a boundary
between two categories to cause a boundary effect.

In one account of the boundary effect, an object’s category
serves as an additional source of information. Huttenlocher
et al. (1991) suggested that objects are encoded at two levels
of representation: the fine-grained details and the object’s cat-
egory. In their experiments, participants judged the location of
a single dot located in a circle. Participants spontaneously
divided the circle into four quadrants (upper-left, upper-right,
lower-left, lower-right) as if a vertical and a horizontal line
intersected in the middle of the circle. Judgments of dot loca-
tions within the circle were biased away from the boundaries
between the quadrants. In other words, the object’s catego-
rized quadrant influenced judgments of its position. If the
category of the object serves as an additional source of infor-
mation, that raises the question of how this source of informa-
tion is weighted by the visual system. It could be that the
strength of the source of information about the object’s cate-
gory on the final judgment is a function of the reliability of
each source of information.
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There are many cases in vision for which reliability dictates
how much a given source of information influences the result-
ing percept (Ernst & Banks, 2002; Ernst & Biilthoff, 2004;
Knill, 2007; Stocker & Simoncelli, 2006; Weiss et al., 2002).
The current results are consistent with this explanation. When
there were more dots, there was more information about their
variability. When there were fewer dots, there was less infor-
mation about their variability. In other words, the information
about variability was less reliable when there were fewer dots
than when there were more dots. This model would predict a
greater influence of category—a greater boundary effect—
when there are fewer dots because that is when the informa-
tion about variability is less reliable.

Rather than reliability, there could be other reasons why the
magnitude of the variability overestimation effect is stronger
when there are fewer dots. We previously noted the relation-
ship between the current bias and the concept of support ratio.
In many visual illusions, the strength of an illusory percept is
directly related to the amount of visible versus illusory visual
information. An increase in visible information leads to a less
biased percept overall. This was the case in the present exper-
iments as the variability overestimation effect was not ob-
served with high dot counts but was apparent with only 10
to 20 dots in the display. It is possible that at higher dot counts,
participants have more information with which to judge vari-
ability which in turn makes them more accurate in their ap-
praisal. In the absence of sufficient visible information, per-
ceivers are more susceptible to bias.

Future research is needed to test the mechanism driving the
bias to overestimate variability. If the mechanism is due to a
boundary effect, it will be important to test whether this is a
function of the reliability of the information, a function of the
support ratio, or related to something else. For example, a
reliability explanation would predict a greater bias to overes-
timate variability when there is more noise or less clear infor-
mation in the display (e.g., if the dot contrast was lower or the
display was only briefly visible), whereas a support ratio ac-
count would predict that the magnitude of bias might be di-
rectly linked to the strength and amount of visual information
in the display. It is important to note, however, that while we
observe the bias at low dot counts, there did not appear to be a
difference in the strength of the bias when there was 10 versus
20 dots in the display. It is unclear whether there is a specific
threshold of visual information that needs to be passed in order
to accurately judge variability, or whether there is a more
direct relationship between the degree of overestimation and
the amount of information in a display (it was initially posited
that we may observe a greater likelihood to overestimate with
even fewer dots but that is not consistent with the results of
Experiment 2).

That the variability overestimation effect has now been
observed with both sequential and simultaneous displays,
and as it relates both featural and spatial properties would
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seem to suggest a general perceptual bias that may be inherent
to the visual system. It is important to acknowledge, however,
that we cannot entirely rule out the possibility that memory
processes contribute to the bias. Though simultaneous dis-
plays do not require the individual to hold array items in
memory, working memory is required to remember which
button corresponds to which response option and the more/
less spread decision is likely influenced by memory of the
spread of dots on previous trials. Moreover, Franconeri and
colleagues (Boger et al., 2021; Franconeri et al., 2012) have
provided evidence that static displays may not be processed
strictly in parallel inasmuch as via a series of rapid sequential
steps in which information is extracted over time and presum-
ably integrated in working memory. We also cannot rule out a
potential contribution of response bias given a difficulty dis-
sociating the perceptual experience from the motor response,
though we do not have any reason to believe that response bias
would only lead to an overestimation of variability at low
levels of variability or with 20 or fewer dots. Future research
will be necessary to determine the boundary conditions for the
variability overestimation effect and whether other processes
beyond vision play any role in the effect.

Implications

The variability overestimation effect has real-world conse-
quences. With the increasing use of Big Data and visualiza-
tions of said data, this could lead to biases in graph compre-
hension when individuals attempt to estimate the variability in
a dataset being shown in a data visualization such as a
scatterplot.

Another example relates to diagnostic tests that depend on
aradiologist judging the distribution of clusters in a display. In
mammography, radiologists must classify the distribution of
calcifications in breast tissue to identify cancer (see Fig. 1a).
At its heart, this is a visual task and therefore susceptible to
biases within the visual system, and a bias to overestimate the
variability of object spread could severely impact accurate
diagnosis. Specifically, a bias to overestimate the variability
of calcifications in breast tissue would lead to more benign
diagnoses, which would mean the cancer would be
misdiagnosed. This would lead to untreated cancer and any
eventual treatments would be delayed.

Summary

The current study demonstrated a bias to overestimate the
variability in positions for a group of dots presented simulta-
neously. Critically, the variability overestimation effect was
present when fewer dots were presented, and biased estima-
tion decreased to the point of being unbiased when 50 dots
were presented. The bias to overestimate variability has pre-
viously been demonstrated with line orientation, color value,
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and size (Warden et al., 2022; Witt, 2019; Witt et al., 2019).
The current results are the first demonstration that variability
of spread is also prone to a similar bias to overestimate vari-
ability. It is also the first demonstration of the variability over-
estimation effect using static, simultaneous displays. The gen-
eralizability of the bias across different kinds of visual features
and across static and dynamic displays suggests a bias inher-
ent in the visual system. The current results also have impli-
cations for any task for which judging variability is relevant
for decision making. For example, the current results suggest
the possibility of increased false negative diagnoses for breast
cancer due to a visual bias (see Fig. 1). As another example,
data visualizations such as scatterplots for which the spread of
the points are relevant are likely to be misinterpreted by up to
30%, particularly when there are fewer data points. Any task
for which perceiving the variability of a set of items is relevant
may be at risk of misinterpretations due to the bias to overes-
timate variability.
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